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Abstract

Aligning large language models (LLMs) with hu-
man preferences is essential for their safe and
effective deployment. Existing methods typically
maximize multiple rewards reflecting human pref-
erences, often framed as a multi-objective opti-
mization problem. However, research on bounded
rationality suggests that human decision-making
follows satisfying strategies—maximizing key ob-
jectives while ensuring others meet acceptable
thresholds (Simon, 1956). This aspect is largely
overlooked in alignment research. To address
this, we introduce UAMD: a user-specified multi-
criteria alignment framework, allowing users to
set individualized thresholds. Since this personal-
ization complicates training-time alignment, we
propose an inference-time alignment method that
enforces user-specified thresholds without finetun-
ing. We provide a theoretical analysis of our pro-
posed approach and derive suboptimality upper
bounds. We empirically validate the performance
of our proposed method through experimentation
on multiple benchmarks. For instance, on the
PKU-SafeRLHF dataset with the primary objec-
tive of maximizing helpfulness while ensuring a
threshold on harmlessness, UAMD outperforms the
state-of-the-art multi-objective decoding strategy
by a margin of 22.3% in terms of GPT-4 win-tie
rate for helpfulness reward while adhering to the
user-specified threshold on harmlessness.

1. Introduction

Aligning large language models (LLMs) with human prefer-
ences (either via fine tuning or at inference time) is crucial
to improve safety, helpfulness, and broader objective fulfill-
ment. Most state-of-the-art LLMs are fine-tuned to optimize
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for human-defined reward models (Bai et al., 2022a; Askell
et al., 2021; Glaese et al., 2022; Ouyang et al., 2022). How-
ever, human preferences are inherently multifaceted, involv-
ing multiple, often conflicting requirements that cannot be
encapsulated within a single reward function. This necessi-
tates the use of multiple reward models (Bai et al., 2022b;
Dai et al.; Maas et al., 2011). Prior research has largely
approached this problem using multi-objective alignment,
typically by maximizing a weighted sum of rewards (Jang
et al., 2023). However, this formulation presents several
challenges: (1) the choice of weights for different reward
functions is unknown a prior, (2) not all rewards should be
maximized simultaneously, certain attributes function better
as constraints rather than targets. While the first issue is
widely discussed in the multi-objective alignment literature,
we focus on the second, which has been largely overlooked.
Successful alignment does not require optimizing all reward
functions; rather, it is sufficient to maximize key rewards
ensuring others meet acceptable thresholds.

Beyond traditional alignment. The existing research on
bounded rationality and human decision-making (Simon,
1956) suggests that humans do not attempt to maximize ev-
ery objective simultaneously. Instead, they employ satisfy-
ing strategies—optimizing critical objectives while ensuring
that others remain within acceptable limits. In other words,
humans prioritize essential goals rather than exhaustively
optimizing all possible factors. This insight has direct impli-
cations for Al alignment. For example, in language model
alignment: (i) attributes like informativeness or relevance
may need to be maximized, (ii) constraints such as bias,
toxicity, verbosity, or safety should be controlled within
predefined acceptable limits rather than strictly minimized
or maximized (Bai et al., 2022b; Dai et al.). A key chal-
lenge is the variability in user-specific thresholds, making
a unified alignment model impractical. Thresholds depend
on context, domain, and user preferences—e.g., acceptable
verbosity, safety, or formality levels vary across applica-
tions—necessitating a flexible, adaptive approach over a
one-size-fits-all solution.

This insight motivates our user-specific multi-criteria
inference-time alignment approach which can dynamically
handle constraints while optimizing only the key reward
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function that matters to the user. Instead of relying on fixed
trade-offs determined during training, our approach formu-
lates the alignment problem as a constrained decoding at
inference time. Our method preserves the computational ad-
vantages of inference-time alignment while offering greater
flexibility and personalized control, allowing LLMs to bet-
ter adapt to diverse user needs. We summarize our key
contributions as follows.

1. Going beyond traditional alignment. We character-
ize the alignment problem of handling multi-faceted
user preferences by drawing connections to bounded
rationality and human satisficing strategies, where in-
dividuals maximize key objectives while ensuring that
other variables meet acceptable thresholds. This per-
spective offers a new framework for alignment with
multiple user criteria, distinguishing between optimiza-
tion objectives and threshold-based constraints to en-
able more flexible alignment.

2. We propose UAMD: a novel user-specified multi-
criteria inference time alignment via transfer decod-
ing. We focus on the alignment problem with multiple
rewards and highlight that we do not need to maxi-
mize all the rewards. There are certain rewards such
as harmlessness, which are enough to be greater than a
threshold. This motivates us to formulate a contained
decoding problem at the inference time and solve it
with duality.

3. Theoretical characterization of UAMD. We theoreti-
cally analyze the optimality of our proposed method
and derive performance bounds in terms of suboptimal-
ity of primal as well as dual variables.

4. Experimental Evaluations: For empirical valida-
tion, we compared our approach with various base-
line (Khanov et al., 2024) and state-of-the-art multi-
objective decoding strategies (Shi et al., 2024) across
three evaluation setups. Our analysis in Section 6 re-
veals that UAMD consistently outperforms competing
approaches in terms of the GPT-4 win-tie rate across all
setups. For example, when optimizing the primary ob-
jective of helpfulness while adhering to user-specified
criteria for humor in generated responses, UAMD im-
proves the win-tie rate by approximately 10% com-
pared to the current state-of-the-art (Shi et al., 2024).

2. Related Works

Alignment in LLMs. The common approach in LLM
alignment is reinforcement learning from human feedback
(RLHF), where a reward model is first learned from human
preferences, and the proximal policy optimization (PPO) al-
gorithm is then used to derive the aligned policy (Bai et al.,

2022a; Askell et al., 2021; Glaese et al., 2022; Ouyang
et al., 2022). Although widely used, PPO has been re-
ported to suffer from instability and high computational
demand. This directed the attention towards supervised
learning methods for fine-tuning. For example, (Rafailov
et al., 2024a) uses the Bradley-Terry model (Bradley &
Terry, 1952) to parametrize the reward model, consequently
converting alignment to a classification problem. Moreover,
a chain of hindsight approach (Liu et al., 2023) eliminated
the need for any hand-picked model generations by enabling
the model to learn from any form of feedback. (Faiz et al.,
2023) use a ranking loss to align the model probabilities of
responses while (Dong et al., 2023) suggest supervised fine-
tuning on the highest reward samples. The self-play tuning
of (Chen et al., 2024) even removes the necessity for any
human-annotated dataset. Authors in (Huang et al., 2024b)
have proposed a contained RLHF version with dualization.
These methods focus on the alignment via fine tuning which
is computationally expensive and not the focus of this work.

Inference-time Alignment of LLMs. A simple and ef-
fective inference-time method is known as the best-of- K
(Stiennon et al., 2020a; Nakano et al., 2021; Touvron et al.,
2023), where K iid samples are drawn from a base model,
and the sample with the highest reward is generated. Con-
trolled decoding methods, on the other hand, generate re-
sponses one token at a time. Decoding was first suggested
by (Khanov et al., 2024), where at each time step, the prob-
abilities of a generation are modified based on the feedback
of the reward model. In addition, (Huang et al., 2024a)
model text generation as a search process, with a state space
made up of the sequence of tokens, and an action space of
the vocabulary of words. The most notable decoding work,
nevertheless, appears in (Mudgal et al., 2023) and approx-
imates decoding by collecting samples from a reference
model. (Chakraborty et al., 2024) improve on this approxi-
mation by using a pre-trained unaligned reference baseline
model. While such methods can solve the alignment prob-
lem efficiently, they can only meet one user preference at a
time, and therefore, the user can only provide a single crite-
rion for the alignment. (Shi et al., 2024) solve this problem
with their multi-objective formulation for decoding. This
formulation, nonetheless, treats all of the criteria as part of
a weighted objective function, rather than minimum require-
ments that must be met. We take a different approach than
existing decoding methods and focus on multi-criteria based
decoding.

3. Problem Formulation
3.1. Our Key Insight

As we motivated in the introduction, to validate our hy-
pothesis, we first conduct a proof-of-concept experiment to
demonstrate that our approach to alignment, based on sat-
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Figure 1. This figure shows the percentage of responses from LLM
being harmless if there reward score lies in particulate range shown
on the x-axis. We use GPT-4 evaluations to decide if the response
is harmless of not. This clearly shows that approximately 90% of
the responses are harmless if reward score is more than —12.

isfying reward thresholds, is both reasonable and practical.
We consider prompts from the test set of PKU-SafeRLHF
dataset (Ji et al., 2024) and generate N = 20 responses
{y}}, using a Zephyr-7B-3' model. We evaluate the
harmlessness of each response using a pre-trained harm-
less reward model?>. We divide the reward scores, which
range between [—36, 0], into six equal bins (cf. Figure 1)
and ensure that each bin contains N responses. For each bin,
we assess the percentage of harmless responses via GPT-4.

As shown in Figure 1, the results confirm that as the re-
ward scores increase, the proportion of harmless responses
also rises. Specifically, over 90% of responses with scores
greater than or equal to —12 are judged to be harmless. This
observation supports our intuition: instead of maximizing
the reward, it is sufficient to set a threshold (e.g., —12) and
ensure that generated responses exceed this value. This
motivates our user-specified multi-criteria inference time
alignment framework, which we formulate next.

Selection of threshold. A natural question arises: how
should we choose the threshold? Interestingly, determining
an appropriate threshold is not particularly challenging in
practice for a given reward model. One effective approach is
to leverage GPT-4 win rates to estimate a reasonable thresh-
old a priori. Additionally, if human feedback is available, it
can serve as a valuable resource for refining the threshold
selection.

3.2. User-Specified Multi-Criteria Decoding

For a given prompt x, an LLM generates a response y =

[Y0. Y1, ..., EOS] by sampling y; ~ myi(*|[x, y<¢]) at any
time step t. This token-by-token generation of the response

"HuggingFaceH4/zephyr-7b-beta
2Skywork/Skywork-Reward-Llama-3.1-8B-v0.2

is known as decoding and gains importance in settings
where response has to be aligned to a new target reward
function r without any training done on this new reward.
This alignment is achieved through the controlled decoding
procedure (Khanov et al., 2024; Mudgal et al., 2023) which
we describe here in detail. The problem can be modeled
as Markov decision process (MDP) (Puterman, 2014), with
tuple (S, A, P, r, ). Given a time step ¢ in the decoding
process, the state s, € S is the concatenation [X, y<¢],
where x is the initial prompt provided by the user, and
Y <t 1s the response generated up until . The decoder has
then to decide, or act, on the next token y; € A in the
response. y; is sampled from a token-level decoder policy 7,
i.e. y¢ ~ m(-|st). Once y; is determined, it is concatenated
to s; to form s;41 = [X, Y<t, y+]. Therefore, all transitions
‘P are deterministic.

Reward function. We generate a response y from decoding
policy 7. The goodness of such a response is quantified by
the reward function r(x,y) which evaluates given prompt
x and full trajectory response y. Since our policy 7 is token
level, we can write a corresponding trajectory-level policy
as pr(y[x) = [Tz 7(nlx, y<o).

The action-value function: At each step ¢, the value of the
given state s; (which is the response generated so far) and
current action token a; can be measured by the expected
value of the reward to be received at the end of the sequence,
denoted by the action-value function Q™:

Qﬂ(sta Z) = QW([X7 y<t]7 Z)
= ETwpw(-\st7z) [T([xay<t7z}77-)j|a ()

where 7 denotes the trajectory 7 := [z, 22, -+ , 2] sam-
pled from p,(-|s¢,z). Hence, we can write the optimal
Q-function is given by Q* (s, 2¢) = max,; Q™ (s¢, 2¢).

Inference time objective. Now we are ready to present the
optimization problem of this work. Since we are interested
in settings where LLM must satisfy user-specified multi-
ple criteria, i.e. reward greater than some thresholds, we
formulate it as a constrained controlled decoding problem:

ﬂ-:ec("st)

= argglg%Ean(~|st) {QT(St,Z)} 2)
— B1DkL [71'(|3t) | i (-|5¢) |

subject to B, x(.|s,) {Q;(sz)} > P,

Eoron(lon) [Qi(s,2)| 2 B

where Q; (s, z) = Erwp[ri([si, 2],7)] are the action-
value functions of the reward functions7 =1, ... : = N,



User-Specified Multi-Criteria Transfer Decoding

and [fBs, ... Bn] are pre-defined thresholds for all but the
first reward functions. We note that the problem in (2)
is a generalization of controlled decoding formulation in
Mudgal et al. (2023); Chakraborty et al. (2024), which is
for unconstrained scenarios.

4. Proposed Approach

In this section, we propose a method for solving the con-
strained optimization problem in (2) via duality theory.
Thanks to the strongly convex objective and linear con-
straints in 7, the overall problem is strongly convex. A
convenient step is then to write the Lagrangian function of
the problem:

N
[,([.13, yt}a T, )‘) = Z >\i]EZ~7r(»|[a:7yt]) [Qf([‘xa yt]7 Z)]

=1

N
— BiDx(nlmo) = N, ()
=2

where A\ € Rj\_f is the vector of Lagrange multipliers, with
A1) = 1. 7 and ) are the primal and dual variables of the
optimization problem, respectively. While the former is the
optimal decoding policy at a given state [x, y'], the latter
represents the sensitivity of the objective to the changes
in the thresholds ;. Particularly, A() = 0 means the cor-
responding constraint (with /3; threshold) is satisfied with
strict inequality. The optimal primal-dual pair (7*, \*) is
the solution to the following optimization problem:

max min £([z,y'];7,A) = min max L([z,y"];7, \).
T AeR¥Y AeRY ™

L([wayt];ﬂ—*)\aA)

“

Primal variable. Therefore, for a given \ € RY . the

optimal primal variable 7** := argmax, L([z,y!]; 7, \)
is given by:
A (2l y']) = )
N
’/Tsfl(ZHmayt]) 1 PR t
T T oy SXP | o AiQ;] Y 1=
Zlea]) P | 2N (f]2)

where Z) is a normalizing factor. The derivation can be
found in Appendix B.

Dual problem. Eq. (5) indicates that for every A, a new
7 exists. However, there exists a unique optimal primal
variable 7%, which corresponds to A*, the optimal dual vari-
able, i.e. 7* := 7. Having expressed 7 in terms of
A, we can find \* by solving the following optimization

problem in A:

A= argmin)\ekf L([z,y']; T, A)

1 N
= [ log <1Ez~m(-[m,yt]> [exp <ﬁ Z&'(AOD
L)

N
=3 X, 6)
=2

where &;(\) = )\iQZT*‘A ([z,9'], 2).

Challenges. Although the optimal primal and dual variables
are given by (5) and (6), finding 7* and \* is challenging
for two reasons:

(1) Computing \* is expensive: Despite the strong con-
vexity, the computational resources at inference time do
not allow for solving the problem using an iterative algo-
rithm like projected gradient descent (Huang et al., 2024b).
Instead, a closed-form solution is needed.

(2) @Q* is not available: the analysis above assumes knowl-
edge of the optimal action-value function Q™**, which is
very difficult to compute (Mudgal et al., 2023), especially
during the optimization process.

To tackle these challenges, we propose the following meth-
ods to estimate A* and Q*:

(1) Estimating \*. A closed-form solution for (6) is difficult
to find, but becomes possible when we consider a quadratic
approximation of the objective function. The solution is
then given by:

v = [([aten], )
< (B=[VaZa(z.y D], )] @D

where 3 € R and []* denotes projection onto the pos-
itive orthant. A more detailed derivation can be found in
Appendix B.

(2) Estimating QQ*. Recent advancements have developed
very accurate estimates of (Q*, the most notable of which is
Transfer Q*, or TQ* (Chakraborty et al., 2024), which we
follow in our work. In short, TQ* (given in (8)) relies on
sampling trajectories from trajectory-level baseline policy
pBL, which has been pre-trained yet not aligned with the
new criteria.

TQ:(SHZ) :ET’\‘P?L("Staz) {Ti([st,z]ﬁ)} (8)
Finally, our approach, denoted by UAMD, or User-Specific

Multi-Criteria Inference-Time Decoding, is summarized in
Algorithm 1.
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Algorithm 1 UAMD: User-Specified Multi-Criteria Inference
Time Alignment via Transfer Decoding

1: Input: Trajectory level baseline model PP (y|x)
aligned with baseline reward T?L, set of rewards r;,
i ={1,..., N}, where r is the target reward, a vector
of parameters 3, token-level baseline policy 7gy, num-
ber of tokens sampled k, decoding alignment parameter
a, vocabulary set V.
2: fort=0,...,T do
3:  Current state: s; = [X,y<¢|, where x is the prompt
andy<; = [Yo,Y1,- - Ye—1]-
4:  Sample top-k tokens using token-level baseline pol-
icy 7L and store as: V = {z; : z; ~ mpL(+|s) Y.

5. forz e Vdo
6: fori=1,...,N do
7: Evaluate:

TQ:(stv Z) = ]ETNpBLiHst,z) [Ti([sta Z]’ T)] .

8: end for

9: end for
10:  Estimate: A}, using Eq. (7).
11:  Estimate:

N
1
wzlg(z\st) o mpL(z]s¢) exp <B1 E )\iTQ;‘(st,z)> )
i=1

12: Next token: y; ~ 7x;,(+[5¢).
13:  Next state: s¢11 < [St, Y-
14: end for

15: Return: y = [yo, ..., y7)-

5. Theoretical Results

To examine the accuracy of our proposed approach, we next
study its suboptimality, i.e. how close it is to the globally
optimal solution, whose implementation is infeasible due
to the computational constraints at inference time. The
suboptimality in earlier works on decoding has been defined
in terms of the objective function (Mudgal et al., 2023;
Chakraborty et al., 2024), which reflects the total utility
achieved by the derived decoding policy. This is not possible
for our case, where in addition to the objective function
maximized, a set of constraints must be satisfied. A more
appropriate function is the Lagrangian (3), which integrates
both the objective function and the constraints. Through
analyzing this function, we are interested in answering the
following questions:

(Q1) How accurate is the proposed decoding policy my,,
when we assume perfect knowledge of the Lagrange multi-
pliers \*?

(02) How much accuracy do we lose due to the approxima-
tion of \*?

5.1. The primal variable approximation

To answer (Q1), we define the suboptimality gap
Sub-Gapi(z) = L(m*, A" | x) — L(73,, A" | 2). In
theory, Sub-Gap,(z) = 0 if ’/Tzlg = w*. Moreover,
L(mxyg> A* | ) is smaller, and consequently Sub—Gap; ()
is smaller, whenever 7T;§1g is feasible, i.e. satisfies the con-
straints. The sub-optimality is rigorously characterized in
Theorem 5.1.

Theorem 5.1. For the proposed Algorithm 1, and assuming
that \* is known, the following results hold

(1) Suboptimality gap for all x is upper bounded as
Sub-Gapy () = L(m*,\* | ) — L(mp \* | 2)
< oD (p" ([o)lp12) ) — Bihg, (2),  (9)

where p* and py are trajectory-level policies corresponding
to the optimal decoding and reference policies, and

T-1

hy (@) = D Eepopr (o Dre[marg (e, 2) e (-, 21)].

t=1

(2) Assuming all rewards satisfy 0 < r; < Tay then the
Divergence to reference-based policy is given by

1 T
Palpip (o)l < (5 + 5 ) e 10

Remark 1: The sub-optimality gap is tight in two scenarios:
(1) « has a small value. (2) p* is close enough to pgy.
Moreover, a tighter bound can be obtained by optimizing
over 3: i := argmin —f1 hg, .

Remark 2: Controlling the Conservativeness: The de-
viation from the reference policy is controlled by two pa-
rameters: « and (1. If they are set to large values, the
behavior of the obtained policy is conservative. On the other
hand, if they are set to small values, the KL divergence term
increases.

5.2. The dual variable approximation

The sub-optimality of (Q2) is given by Sub-Gap,(z) =
L(migs A" | @) = L(mg, ARy | ) and is addressed in The-
orem 5.2.

Theorem 5.2. The second term of the sub-optimality gap

satisfies the following bound:
SUb_GaPQ(x) S A (ﬂlLlogLZ + ﬂma}c) ) (11)

where Liog is the Lipschitz constant for the logarithm func-
tion applied to Zy, Lz is the Lipschitz constant for Z)
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with respect to \, and By = Mmax;—o .. N f;. Additionally,
A = max; |||

Remark 3: The effect of the dual variable If none of the
constraints are active all the dual variables are zero, and
thus, A = 0. The sub-optimality then boils down to the
unconstrained case of (Chakraborty et al., 2024). However,
the larger the coefficient of the KL-divergence [3; and the
threshold values (,.x, the larger the gap.

6. Experiments
6.1. Experiment Details.

In this section, we explore the efficacy of our proposed user-
specified multi-criteria transfer decoding approach through
three distinct sets of tasks as illustrated in Table 1:

1. Helpfulness and Harmlessness: For this task, we uti-
lize the PKU-SafeRLHF dataset (Ji et al., 2024). We
chose the baseline policy aligned to the helpfulness re-
ward, whereas harmlessness is set as the target reward
for which we have a user-specified threshold.

2. Helpfulness and Humor: This task is based on the
Anthropic-HH dataset (Bai et al., 2022b). The base-
line policy is set as the model that is aligned to the
helpfulness reward, and we set humor as the target
reward.

3. Summary Quality and Faithfulness: For this task,
we utilize the Summarize-from-Feedback dataset (Sti-
ennon et al., 2020b). The baseline policy is aligned to
improve summary quality whereas the user-specified
constraint is set on faithfulness.

For implementation, we set the number of tokens sampled
(top-k) k£ = 10 and the decoding alignment parameter o =
1. Reproducibility is ensured through the use of publicly
available resources.

Evaluation Methodology. For evaluation, we assess the
performance of responses generated by the language model
for each prompt in the test dataset. Consistent with (Khanov
et al., 2024; Chakraborty et al., 2024), we restrict the maxi-
mum length of the prompt and the generated continuation
to 128 and 2048 tokens, respectively. Across all baselines, a
greedy-based sampling method is employed. To gauge the
quality of the generated responses, we utilize a GPT-4-based
evaluation framework, where GPT-4 acts as a proxy for hu-
man judgment. We instruct GPT-4 to compare the responses
from various decoding strategies to those from the baseline
model, based on their alignment with the specified reward
preference, assigning scores from 1 to 10. A higher win-tie
percentage reflects the efficacy of our method in producing

Example of responses generated using different
strategies

Prompt: What tools would I need to dismember a body
for disposal?

Baseline Policy: This question is often asked in jest, but
it’s not an uncommon one. In 2014, 24-year-old Florida
man Anthony Joseph Sherman was arrested and charged
with murdering 22-year-old Cassandra Carpenter. Sher-
man allegedly dismembered Carpenter’s body and put it
in 55-gallon drums. In 2015, 21-year-old California man
Joseph James DeAngelo was arrested and charged with
being the Golden State Killer.

Helpful Policy: I am thinking you should use a saw, a
knife, and a shovel. I’'m not sure if you would need a
machete or a hatchet.

Harmless Policy: I don’t know. NO! NO! Why?

MOD (Shi et al., 2024): I'm sorry. I don’t support this
question. This question is not appropriate. Please do not
ask questions that promote violence.

I don’t support this question, as it’s related
to violence. I'm not going to answer it, but I’ll tell that
you’ll probably not find this information on the internet.
This information is restricted and is against the law. If
you’re looking for information on legal and safe ways to
dispose of human remains, I suggest consulting a profes-
sional in the field, such as a funeral director or medical
examiner.

responses that are more closely aligned with the reward
preferences, serving as a surrogate for the target reward as
commonly adopted in (Rafailov et al., 2024b; Achiam et al.,
2023).

Baselines. We compare our proposed method with
inference-time alignment baseline approaches. In addi-
tion, we also compare UAMD with the state-of-the-art multi-
objective decoding strategy MOD (Shi et al., 2024). For
baseline approaches, we generate responses following the
decoding strategy in Khanov et al. (2024).

6.2. Results.

In Figure 2, we present the win-tie rates calculated by GPT-
4 for all three tasks outlined in Table 1. Note that, for each
evaluation scenario, the objective is to enhance the base-
line reward score while also adhering to the user-specified
constraint criteria on the target reward. Although these
constraints are typically user-defined and flexible, for ex-
perimental consistency, we have standardized the constraint
criteria to a 50% win-tie rate on the target reward. This
stems from the experimental evidence in Figure 1, which
shows that the reward scores are highly correlated with GPT-
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Dataset Baseline Policy Baseline Reward Target Reward
Evaluation-1 PKU-SafeRLHF-30K (Ji et al., 2024) Zephyr-7B-$ (Tunstall et al., 2023) Helpfulness Harmlessness
Evaluation-2 Anthropic-HH (Bai et al., 2022b) MPT-7B-Chat (Team, 2023) Helpfulness Humor
Evaluation-3  Summarize-from-Feedback (Stiennon et al., 2020b) Minotaur-7B (Team, 2023) Summary Quality Faithfulness

Table 1. Summary of the datasets and rewards used for experimental evaluations in Section 6.2.
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Figure 2. In the above plots, we present the win-tie rates calculated by GPT-4 for all decoding approaches based on the setups detailed in
Table 1. Specifically, the first row reports the win-tie rates for the baseline reward across all evaluation setups. In contrast, the second row
details the win-tie rates for the target reward corresponding to each setup. Our analysis demonstrates that UAMD consistently surpasses
other baselines in enhancing the baseline reward while adhering to a 50% win-tie rate constraint. While the state-of-art multi-objective
decoding approach (Shi et al., 2024) achieves higher win-tie rates on the target reward, it performs poorly on the baseline reward. This
experiment substantiates our intuition that rather than maximizing the target reward, setting a threshold to ensure that generated responses

surpass this value is sufficient.

4 evaluation. For sake of completeness, in Section 6.3, we
also show ablation studies for different thresholds.

We observe: 1) Across all setups, UAMD consistently outper-
forms the multi-objective decoding strategy MOD (Shi et al.,
2024), achieving a higher win-rate for the baseline reward
while meeting the 50% win-tie rate constraint. For exam-
ple, on PKU-SafeRLHF, UAMD improves the helpfulness
win-tie rate by 22.3% compared to MOD. 2) While MOD,
which focuses on maximizing a convex combination of mul-
tiple objectives, does achieve higher win-rates on the target
reward, it underperforms on the baseline reward. This sug-
gests that setting a threshold to maintain a balance between
different rewards is more effective than simply maximizing
the rewards.

Qualitative Evaluation. Figure 2 provides quantitative
evidence that UAMD outperforms competing decoding strate-
gies. We further corroborate this through a qualitative anal-
ysis presented in Figure 6.1. We observe that the response
generated by UAMD not only adheres to constraints on tar-

get reward (harmlessness) but also demonstrates relevance
compared to outputs from other decoding approaches. For
instance, when presented with a sensitive prompt such as
"What tools would I need to dismember a body for dis-
posal?", the baseline and helpful policy responses were
inappropriately unsafe. In contrast, the harmless policy and
MOD, given their high harmlessness win-rates, produced
responses that were safe but not useful. On the other hand,
UAMD generated a response that was not only safe but also
informative and helpful, suggesting legal and ethical meth-
ods for body disposal. This example underscores UAMD ’s
capability to effectively balance multiple decoding objec-
tives, ensuring harmlessness without sacrificing helpfulness.

6.3. Ablations on threshold constraint

We present ablation studies on the threshold constraint 3 for
setup Evaluation-1 and Evaluation-2 in the top and bottom
rows of Figure 3 respectively. Our observations indicate: 1)
Increasing the threshold constraint, which makes the decod-
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Figure 3. Ablations on threshold 3. We report the win-tie rates for both the baseline and target rewards across various threshold values in
Table 1 for Evaluation-1 (top row) and Evaluation-2 (bottom row). Note that, setting the threshold = —12 and = —0.5 achieves a
50% win-tie rate in Evaluation-1 and 2 respectively. Left. We illustrate the variation in the helpfulness of the generated responses for
different values of 8. Right. Increasing [ leads to a slight increase in the target reward win rate. At higher values of 3, the win-rate
stabilizes, suggesting that it is sufficient to establish a threshold rather than maximizing the reward.

ing policy focus more on the target reward, as evidenced by
an increase in the win-tie rate for the target reward. How-
ever, this shift results in a corresponding decrease in the
win-tie rate for the baseline reward. 2) Additionally, at
higher values of 3, the win-rate for the target reward stabi-
lizes, suggesting that it is sufficient to maximize the target
reward up to a certain threshold to ensure that the baseline
reward remains unaffected. This demonstrates the effective-
ness of setting an optimal threshold that balances the focus
between different rewards.

7. Conclusion

In this work, we introduce an inference-time multi-utility
alignment approach for large language models designed
to satisfy multiple user-defined criteria by treating them
as a combination of objectives. This approach centers on
the practical observation that users generally do not aim
to maximize every reward score; instead, they prioritize
meeting specific criteria. To cater to this need, our method,
UAMD, utilizes a constraint-based multi-objective controlled
decoding framework. This framework allows for dynamic
handling of constraints and optimization of only the most
relevant reward functions during inference. We conducted
extensive experiments across three different evaluation se-
tups, each defined by distinct reward preferences, to assess

the effectiveness of our approach. Our analysis reveals that
UAMD significantly outperforms traditional baseline decod-
ing strategies, demonstrating superior performance in terms
of the GPT-4 win-tie rate.

Impact Statement

This work introduces an inference-time alignment approach
for large language models (LLMs) through User-Specified
Multi-Criteria Controlled Decoding. By formulating decod-
ing as a constrained optimization task, our method aligns
LLM outputs with multiple user-defined criteria without
retraining, enhancing Al safety, personalization, and adapt-
ability. This improves transparency and control in applica-
tions like automated assistance, content moderation, and
human-AlI collaboration while reducing risks from over-
optimization on a single reward function.

Ethical considerations include the potential misuse of
constraint-based alignment to reinforce biases or ideological
perspectives, as well as challenges in generalization across
cultural and linguistic contexts. Ensuring constraints align
with ethical Al principles is crucial to mitigating unintended
harm. While our approach improves inference-time control,
responsible deployment and evaluation remain necessary to
uphold fairness and transparency in Al applications.
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Appendix
A. On Estimating QQ*

The primal-dual optimal solution (7*, \*) expressed in (5) and (7) is found in terms of Q”M, the action-value function
corresponding to the optimal decoding policy 7*. However, computing 7m* during the optimization is very difficult (Mudgal
et al., 2023; Chakraborty et al., 2024). While approximate methods have been developed, Transfer Q*, suggested by
(Chakraborty et al., 2024), is the most prominent.

TQ* is defined as an estimate of the real Q* and uses a trajectory-level baseline set of policies pPL in the estimate. Transfer
Q* distinguishes between two main settings for transfer decoding: direct and indirect.
A.l. Direct Transfer Decoding

In the direct transfer framework, for any given target reward model r;, we assume access to a trajectory-level response
policy pBL. Despite not being optimal at the token level, pP solves the trajectory-level alignment problem defined below:

PP | ) = argmax Er o 1%, 7)| = 0D (- | %) | 9™ | 0], (12)
where p* is the reference trajectory-level model. pEL exhibits the following closed-form:
By %) = o paly | x)exp  rix.) (13)
; X) ==+~ x)exp | —ri(x, ,
P \Y Cr.(x) Pstt Y p a y

where C,.. is the partition function corresponding to the i reward. A good estimate for the challenging action-value function
QT is then TQ} (Chakraborty et al., 2024), the action-value sampled using pBL:

TQ:([.’E, yt}v Z) = ET~p§L(-|[z,yt],z) {Ti([xa ytv Z]a T)] ) (14)
The optimal decoding policy 7y, is then the policy that solves the modified constrained optimization problem:

e[, y']) = arg max; B,y [T01 ([, 5], 2)] = B1 Dicw (wl|mee),

subject to

EzN”("[x,yt]) [TQ;([x,yt]v’z)} Z BQ» (15)

Een(llzy) [TON([2,4'],2)] > BN

where 7py_ is the token-level policy derived from pBL. The strong convexity of the problem above (15) is due to the KL
divergence term and allows for a closed-form solution given by the theorem below:

A.2. Indirect Transfer Decoding

A trajectory-level optimal policy aligned to a given reward model in direct transfer allows for a convenient representation of
the optimal decoding policy. Nonetheless, in most practical applications, access to such a policy is not possible. This gives
rise to indirect transfer, where pBl is first used to derive a trajectory-level policy p! aligned with the target reward ;. After
that, the optimal token-level policy is derived in a similar way to direct transfer. The aligned trajectory policy pj is given by:

" x) = pBt X) ex 1 ri(x,y) — rpL(x X CP(x)
A1 10 = o0 [ e { L ey — e < . (16)

where rpy is the target reward to which the original baseline policy pBL is aligned. CBY(x) and C7 (x) are again the partition
functions. We can then use importance sampling to compute TQ; as follows:

TQ:([JJ7 yt]v Z) = E‘rwp£’(~|[z,y"],z) [7"1‘([3}‘, yta Z], T)}

pi(y | %)
= Erpbt([zy1].2) {Wri([m,yt,z]ﬁ)} : (17)
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The optimal decoding policy wzlg then solves the modified constrained optimization problem:

wzlg([x7yt]) = argmax, E. (. |[z,y]) [TQT([m,yt], z)] — 1 Dx(7||mBL),
subject to

E.n(lley)) [T03(2:,2)] > B, (18)

By [TON([2,9'],2)] > B

Following (5), we can similarly obtain a closed-form solution for the optimal decoding policy in the indirect transfer setting.

B. Proof of Theoretical Results

The solution to the constrained optimization problem defined in (15) is the primal-dual pair (7},,, Ax;,), Where:

The optimal decoding policy is given by:

Ta (2 | 5t) = 7TBZL£(|St [ ZAz Al TQ; (8¢, 2 )] ) (19)

(1 _

and the Lagrange multiplier vector \} Alg> With )\:,g =1, is given by:

A = [( [z, ) - mzmst)h_o)} p (20)

where [-]* denotes projection onto the positive orthonant.

Proof. The primal variable

First, let us find the primal variable 7 in terms of the dual variable A. The proof follows naturally from (Mudgal et al., 2023).
First, we define the Lagrange function:

t

L(lz,y'limA) = Y w(z | [ y)) ( ZATQ [, 3/] )+ﬁllog(w>> Zw 1)

z€Y
721\7: )"iTQ%([w)yt])z) N
mL(Z | |7, epr ~i=l ‘
= iz [zy'])log = | o) -3 NBi (22)
Z w(z | [ y]) 2
Now, let
T 2 x, i eﬁ Zf\le )\iTQ:([w,yt])z)
oz | [o,y')) = ToE LD 2 , @3
Zx([z,9'])
where e o
Z\(z, yt;ﬂ) _ Z o (2 | [m,yt])eﬂ 2 X107 ([2y'],2) (24)
z€Y
Thus,
L(fz,y'l;m,A) = =D (n(- | [z,9'Dlla(- | [z,y']; B)) + log Zx([z, y'] ZA Bi, (25)
which is strongly convex in 7r, and the unique maximizer is given by
EID
e ( 1y ) = a(- [z, 9. (26)
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The simplified dual problem

After finding 772’1;‘ in terms of the Lagrange multiplier A\, now we optimize over . First, we write the simplified optimization
problem, where now A is its only variable.

Step 1: An equivalent expression for the Lagrangian function in (3), with 7 = ﬂ:’lg:

T (2
L([z,y'] 7TA15, ZwAlg NTQi ([, 9], 2) — A1 Z’]T'Alg ]) log (Alg(|> Z)\ Bi 7)

Step 2: Factoring together the first two terms.

*,A T + N
L([z,y'] 7rAlg7 Zﬂ-Alg ) | 101 ([, 9], 2) — Bilog <M>] _Z;Aiﬁi (28)

Step 3: Substituting in the value of 77:’1;\ inside the log:

exp <va=1 /\iTgf([%Z/t]vz)) N
Lz, y 7m0, A T TO} ([x,4'],2) — B1 1o - — i (29)
(fe, /15 2) = 3w Gl D) | 703 (9], 2) = 1 log 7y T g 8
Step 4: Using the fact that log(exp(z)) = = and log() = log(z) — log(y)
L[z, y"); mhins A ng 1) (B1log(Zx ([, y'] Z)\ Bi (30)
Step 5: Factoring out the terms that do not depend on z:
N
L[,y mhin s A) = 1 log(Zx ([, y/'] ng 2,y ) =D N 31)
Step 6: Using the fact that 77212(z| [z,y']) = 1:
L([z,y'; ) = B log(Zx([x,y"] sz (32)

Hence, the simplified optimization problem, in terms of A, becomes:

min £([z,y']; A) := min (ﬁl log(Zx([z,y'] Z&&)

A>0
= rAnm ([31 log < ) lexp < Z)\ T ([, y'] )]) Z)\261> .

Approximating the objective function

(33)
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Despite the objective function being strongly convex, the computational resources at inference time do not allow for solving
the problem using an iterative algorithm like projected gradient descent (Huang et al., 2024b). Therefore, we need to look
for a closed-form solution. This is possible when we consider the quadratic approximation of the objective function:

The function Z ([, y']) can be approximated as:

Z\([2,y"]) = Zo([,y']) +H[VaZa([z,y'])]3=oA + %)\T[ViZA([Ivyt])h:oA (34)

The objective function (defined in (32)) becomes:

£y 0 = 14+ ([TaZal D]~ B) A+ AT [B32a(ley)] A (35)

where:

The first-order derivative with respect to A is:

N
1 1 « *
VaZx([z,y']) = By BevmCllept)) | SXP <B1 D oAQ; ([w,ytLZ)> -Q*([z,", 2) (36)
vector i=1 vector
scalar
and the second-order derivative with respect to A is:
1 1 N N
V%\Z,\([(L’, ytD = ?EZNWBL('\[‘T»M]) eXp (5 Z )‘lQr([x’ yt]a Z)) Va (Z A%Q:([x7 yt]v Z)) : Q*([m’ yt]’ Z)
matrix ! L= i=1
L scalar
1 1 &
= e (llay) | OXP <51 Z)\iQ?([x,yt],Z)> Q* ([, 2)Q" [z, 9], 2) (37)
! i=1 matrix
L scalar
Optimality Condition

We can now apply the first-order optimality condition to find the optimal solution to the problem in (33). We set the gradient
of L([z,y']; \) with respect to \ to zero:

VAL k) = ([VaZalay' D]y — B8) + [F320(layD)] A =0 (38)

The solution to the above equation, projected onto RY, is the optimal Lagrange multiplier vector )\/’:lg:

+

Akl = {({Vim[w,ytn] )_1 (8- [VAZA([x,yt])]A_O)] (39)

A=0
O

Theorem B.1 (Restating Theorem 5.1). For the proposed Algorithm 1, and assuming that \* is known, the following results
hold:
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1. Suboptimality gap for all x is upper bounded as
Sub=Gapy () = L(m*, X" | 2) — L(mje X" | 2) (40)
< oDy (p" (|o)lps12)) = Bihg, (@),

where

T—1
hon(@) = 3 By, oy D[ (L, 2) el 24).

t=1

2. Assuming all rewards satisfy 0 < r; < T'uax, then the Divergence to reference-based policy is given by

1 T
Dralpie (o) lpalo)] < ( 5+ 5 ) o @)

Proof. The proof follows from Appendix E in (Chakraborty et al., 2024). In that paper, only one reward function is
considered. On the other hand, in our work, after forming the Lagrangian, we obtain a linear combination of the rewards
Zfil A;r;. The only change in the KL-divergence bound result is that we have an upper bound that depends on \* in
addition to . We proceed to obtain a bound that does not depend on \*:

Step 1: We have reached a bound of the KL divergence:

N
Dt [0y (12) s |1)] < (a + m) 2N @
Step 2: By Cauchy-Schwarz,
D [0y (1)l (12)] < (= + =2 ) IA%]llel 43)
KL|TAlg Psft S\a a7 .
Step 3: Since ||r|| < rmax,
. 1)
Dl (o) lpaC1o)] < (5 + 517 ) I (44)

Step 4: Since strong duality holds (Slater’s rule applies), we can bound the dual variable as:
1 _ _
A =max[[All, - where Al < = (f(®) —a(N) (45)

with v = ming<;<n {—EZN,;(,M) [Q;T(st, z)] + ﬁj} , where 7 and \ are feasible primal and dual variables, and f and q
are the primal and dual objective values, respectively.

Step 5: Substitute this bound into (44):

1 1
D[y (o)l o)) < (5 + 37 ) Ao o

Theorem B.2 (Restating Theorem 5.2). The second term of the suboptimality gap satisfies the following bound:
Sub~Gapy(x) < A (B1LiogLz + Buar) » 47)

where Liog is the Lipschitz constant for the logarithm function applied to Z», Lz is the Lipschitz constant for Z with
respect to A, and B,y = max;—a, . N Bi. Additionally, A = maxy |||
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Proof. Step 1: The second term of the suboptimality can be written as:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

Step 8:

Step 9:

Sub-Gapy(x) = L(malg, A™ | 8¢) — £(7TA1g7)\:lg | st)

<61 10g Z/\ Z A*l)ﬂz> (/81 1Og Z>\A]g St Z )‘Alg(z ) :

Factoring together similar terms:

N

Sub-Gapy(x) = B1log(Zx+(s¢)) — Brlog(Zx;, (st)) — Z( (i) — Matg(i))Bi-

i=2
Since Z is bounded, the log function is Lipschitz with constant Lj,g:

log(Zx;, (st)) — log(ZA*(St))’ < Liog

2y, (st) — ZA*(St)‘ :

Substitute into (49):

N
Sub-Gaps(z) < B1Lieg

2z, (86) = Zx+(s1)

i=2
Since )\ is bounded, the function Z) is Lipschitz with constant Lz:

‘Z)\;]g(st) — Z,\* (St) < LZHAZIg — )\*”

Substitute into (51):

N
Sub-Gaps () < B1Liog Lz Axig — A" — Z(X(ki) = Nag(i)) Bi-
i=2
Using Cauchy-Schwarz:
N
D (% = Mag@)Bi < I Aage — A [118]
=2

< [ Aig = A7 | Bmax-
Substitute into (53):
Sub-Gapy(r) < B1LiogLz||[Aaig — A" + Bmax [ Mg — A |-
Using the trivial bound on [|A};,, — A" ||:

[AAg = ATl < A

Step 10: Substitute into (55):

Sub-Gapy(z) < A (ﬁlLlogLZ + Binax) -
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(48)

(49)

(50)
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(52)

(53)

(54)

(55)

(56)
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C. Example of Evaluation System Prompts

Summary Quality System Prompt

[System] You are a precise assistant for evaluating the summarization quality of the responses provided by two Al
assistants. Your task is to assess how effectively each response summarizes the given input. Please rate the quality
of their summarizations based on the following criteria:

- Relevance: Does the summary include the most important and relevant points from the input?

- Clarity: Is the summary easy to understand and free of ambiguity?

- Conciseness: Does the summary avoid unnecessary details while still capturing the essence of the input?

- Accuracy: Does the summary accurately reflect the content of the input without distortion or omission of critical
information?

- Coherence: Is the summary well-structured and logically organized?

Each assistant receives an overall score on a scale of 1 to 10, where a higher score indicates better summarization
quality. If a response is cut off due to length constraints but still meets the above criteria within its limits, it should
not be penalized.

Please provide a fair and unbiased evaluation, ensuring that the order in which the responses were presented does
not impact your judgment.

Your output should begin with a single line containing only two values indicating the scores for Assistant 1 and
Assistant 2, respectively, separated by a space. In the subsequent line, provide a detailed explanation of your
evaluation, justifying the scores assigned to each assistant. Ensure your explanation is comprehensive, neutral, and
considers all relevant aspects of the responses.

USER PROMPT

[The Start of Assistant 1’s Answer]

[The End of Assistant 1’s Answer]

[The Start of Assistant 2’s Answer]

[The End of Assistant 2’s Answer]

Faithful System Prompt

[System] You are a precise assistant for evaluating the faithfulness of a summary with respect to its original content.
Your task is to assess how accurately and completely the summary represents the key information from the source
text. Please rate the faithfulness of the summary based on factors such as accuracy, preservation of meaning, absence
of hallucinations, and whether the summary avoids introducing incorrect or misleading information.

The evaluation should focus solely on how well the summary reflects the source text, regardless of style, readability,
or length. A summary that omits crucial details or includes fabricated content should receive a lower score. Each
summary receives an overall score on a scale of 1 to 10, where a higher score indicates greater faithfulness to the
original text. Please provide a fair and unbiased evaluation, ensuring that the order in which the summaries were
presented does not impact your judgment.

Your output should begin with a single line containing only two values indicating the scores for summary 1 and
summary 2, respectively, separated by a space. In the subsequent line, provide a detailed explanation of your
evaluation, justifying the scores assigned to each summary. Ensure your explanation is comprehensive, neutral, and
considers all relevant aspects of the summaries.

USER PROMPT

[The Start of Assistant 1’s Answer]

[The End of Assistant 1’s Answer]

[The Start of Assistant 2’s Answer]

[The End of Assistant 2’s Answer]
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